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SUMMARY

Based on a country study related to money laundering and terrorist financing, the Financial Action
Group downgraded Hungary’s compliance with Recommendation R15 (use of new technologies).
At the same time, between 2020 and 2021, the Magyar Nemzeti Bank imposed fines on several
commercial banks operating in Hungary for shortcomings on complying with money laundering and
terrorist financing regulations. As a gap-filling analysis, the study examines supervised (classification,
regression), unsupervised (clustering, anomaly detection), and hybrid machine learning models and
algorithms operating based on highly unbalanced dataset of anti-money laundering and terrorist
financing prevention of banking risk management. The author emphasizes that there is no one
ideal algorithm. The choice between machine learning algorithm is highly determined based on the
underlying theoretical logic and additional comparative. Model building requires a hybrid perspective

of the give business unit, I'T and visionary management.
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With the famous question ‘Can machines
think?” in his paper titded ‘Computing
Machinery and Intelligence’, Turing kicked
off the development of artificial intelligence
and the related technologies in 1950.
Artificial Intelligence (Al), as the Europe-
an Commission (2018) defined it ‘efers to
systems that display intelligent behaviour by
analysing their environment and taking actions
— with some degree of autonomy — to achieve
specific goals. As an umbrella term, Al covers
the concept of Machine Learning (ML), too
(ECB, 2020). ISO/IEC 38505-1:2017 defines
machine learning as a process that facilitates
the making of predictions for the future, based
on existing data and by using algorithms. ML
can be defined as a subset of Al that is able
to perform pre-programmed tasks on the
basis of large volumes of data (hereinafter as:
Big Data) and through the learning process
of software programs and algorithms (EBA,
2020; European Parliament, 2020).

In relation to the application of artificial
intelligence in banking areas, FSB (2017)
points out the following:

*front office: sales and trading support
solutions (strong customer identification,
chatbots, contracting, market trading,
modelling, impact analysis, other),

e middle office: credit analysis, scoring
activity, customer rating, customer proﬁle
building, other,

* back office: risk management activities of
banks (stress tests, prevention of money

and
compliance, anomaly detection, model
validation, other).

Szikora and Nagy (2020) finds that the
application of Al in banking processes in

laundering terrorism  financing,

most cases covers customer rating, credit

assessment, customised financial services,
detection/prevention of fraud and corrupt
practices, due diligence of contracts, as well as

legal due diligence.
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The author’s primary objective is to review
machine learning methods, techniques and
algorithms used in the area of digitalization
to prevent money laundering and terrorism
financing in banks, and to draw the
conclusions related to their application and

comparison.

SITUATION IN HUNGARY

With digital technologies gaining ground
the Covid-19 pandemic and
because of the continuously increasing

during

number of financial crimes in the digital
era, the spread of artificial intelligence,
machine learning and related technological
solutions — such as Advanced Analytics (AA,
hereinafter: advanced analytic instruments)
— presented a challenge to the banking
sector. Consequently, artificial intelligence
and machine learning appeared in the fields
of Anti-Money Laundering (AML), Counter
Financing Terrorism (CFT), fraud prevention
and compliance (with legislation), too, and
it is developing at an increasing speed (Van
Wegberg, Oerlemans, Van Deventer, 2018;
Johari et al., 2020).

The prevention of the use of financial systems
for the purposes of money laundering and
terrorism financing is treated as an issue of high
priority by several international organisations,
such as the UN, the Financial Action Task Force
(hereinafter: FATF), the European Union, the
Council of Europe and its expert committee, the
MONEYVAL, and a number of international
organisations — including the IME, the World
Bank and the Basel Committee on Banking
Supervision. Regarding the prevention of
money laundering and terrorism financing,
Directive EU 2015/849 can be considered as
a benchmark, and it covers the Customer Due
Diligence (CDD) examinations, including the
KYT (Know Your Intermediary!) and the KYC
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(Know Your Customer, hereinafter: Know
Your Customer!) policies (BIS, 2001). In order
to ensure compliance with legislation, Article
22 of Commission Delegated Regulation (EU)
2017/565 supplementing Directive 2014/65/
EU prescribes the operation of a customised
and independent compliance function that
corresponds to the organisational structure
and the extended service, and the operation
of a risk-based monitoring system. The
referenced EU Directives are supplemented
with several other legal regulations, directives
and recommendations at international and
national levels. The transposition of EU-
level and international legislation (directives,
regulations, recommendations) into Hunga-
rian legislation is implemented with the
amendment of Act CXXXVI of 2007 on
the Prevention and Combating of Money
Laundering and Terrorist Financing and other
related legislation. Implementation in Hungary
is supported by other legislation in force and
the recommendations of the Magyar Nemzeti
Bank (National Bank of Hungary, Hungarian
acronym: MNB). Hungarian regulations in
force against money laundering can be found
in the Criminal Code and in Act LIII of 2017
on the Prevention and Combating of Money
Laundering and Terrorist Financing.

The DParis-based Financial Action Task
Force (hereinafter: FATF) founded in 1989
as an intergovernmental organisation assists
the anti-money laundering and counter-
terrorism financing activities of 39 countries.
Hungary is loosely connected to it through its
membership in the European Commission.
For the prevention of money laundering and
terrorism financing the objective of FATF
is to establish international cooperation,
work out recommendations according to
its risk-based approach and to implement
these at global level. Compliance with
FATF recommendations (R40, +9 special
recommendations) is regularly evaluated for
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each FATF member (including Hungary)
(FATE, 2012, 2021, 2021b).

In line with the FATF recommendations,
Hungary has
related regulatory environment (FATE 2021a;
Téth, 2018) over the past decade. Based on
the country report also accepted by FATE
Hungary achieved an improvement in the
period of 2019-2021 regarding the examined
recommendations (R40), which is presented
in Table 1 (FATF, 2021a).

FATF recommendations are rated as follows:
(C) compliant, (LC) largely compliant, (PC)
partly compliant, (NC) non-compliant. As far
as the recommendations are concerned, the

successfully improved the

ultimate goal is to improve recommendations
of PC rating to at least LC/C ratings, otherwise
the plenary session proposes a Compliance
Enhancing Procedure (CEP).

On the basis of the country rating of 2019,
the following changes occurred in 2021:

ethe following recommendations are
considered compliant: R4, R9, R20, R29,
R30;

*the following
considered largely compliant: R1, R2, R3,
R5, R6, R7, R10, R11, R12, R14, R16,
R17, R19, R21, R22, R23, R25, R26,
R27, R28, R31, R33, R34, R35, R36,
R37, R38, R39, R40;

*area to be improved: R13, R15 (use of
new technologies), R18, R24, R32.

The author points out that in relation to

recommendations are

the application of artificial intelligence and
the related technologies, the downgrading
(from C to PC) of Recommendation 15,
‘New technologies (R15) supporting the
prevention of money laundering and terrorism
financing is an important change compared to
2019. The objective of Recommendation 15
is to encourage the implementation of new
technologies in banks to prepare them for the
new types of money laundering and terrorism
financing methods of the digital era, increasing
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Table 1

HUNGARY’S COMPLIANCE WITH FATF RECOMMENDATIONS IN 2019-2021

T v w e v w w w e
m LC LC LC (& LC LC LC PC C LC
m LC LC LC G LC LC e PC G e
- R11 R12 R13 R14 R15 R16 R17 R18 R19 R20
m LC PC PC LC G LC LG PC LC C
m LC LC PC LC PC LC LC PC LC C
- R21 R22 R23 R24 R25 R26 R27 R28 R29 R30
m LC LC LC PC LC LC LC LC (¢ C
m LC LC LC PC LC LC LC LC © C
- R31 R32 R33 R34 R35 R36 R37 R38 R39 R40
m LC PC LC LC LC LC LC LC LC LC
m LT PC LC LE LT LC LT ILC LT LT

Source: own edition, based on FATF (2021a)

thus the efficiency of the risk management
activities of financial institutions. As we
can see, in the respect of recommendations
for the use of new technologies, Hungary’s
performance is lower than expected.

In 2020 and 2021, in the auditing of the
efficiency of anti-money laundering controls
required for activities involving significant cash
turnover (risk identification, management,
process audit), the
Magyar Nemzeti Bank imposed high fines on
commercial banks registered in Hungary if

regulation, internal

deficiencies were identified (Figure I).

A high number of underlying reasons can
be traced back to errors found in process
organisation, information analysis and
reporting obligations, which errors could have
been significantly mitigated by an interaction

between human and artificial intelligence.

GENERAL PROCESS OF AML AND CFT
EXAMINATION AND THE POSSIBILITIES
OF MACHINE LEARNING

In order to avoid the management of
anonymous accounts and accounts opened
under fictitious names, financial institutions
operate systems to check the identity of
customers when the business relation is
established and when individual transactions
are initiated. The alert system performing
CDD identifications of various extents and
frequencies per risk category supports the
verification of the identity of customers on
the basis of external and internal databases,
other submitted documents and independent
source documents. In line with the FATF
recommendations the high volume of customer
data usually stores information that allows for
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Figure 1

EXTENT OF MNB SUPERVISORY FINES FOR VIOLATION OF MONEY LAUNDERING PREVENTION
LEGISTLATION IMPOSED ON COMMERCIAL BANKS OPERATING IN HUNGARY IN 20202021
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Source: own edition based on www.mnb.hu/sajtoszoba/sajtokozlemenyek

the reliable and continuous identification of
customers (CDD) and the examination of the
performed transactions.

Alarm  models
indicating money laundering activities are able

recognising  patterns
to associate a probability of the occurrence of
money laundering through machine learning
and by using customer data, transaction
and other background information. If the
system labels a given event as ‘suspicious’, it
is delegated to a higher expert level for further
examination in the process (Figure 2). If the
further expert analysis determines that the
given case is a suspicious event that should
be forwarded to the competent authority, the
case is reported so that reporting and other
compliance requirements are met (Jullum,
Loland, Huseby, 2020).

The scope of applied attributes (information
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on the regulatory side, open external sources,
expert knowledge, history data of financial
crimes) may be extended with other additional
information on the basis of the professional
position of the model builder, in order to
improve the model (Rocha-Salazar, Segovia-
Vargas, Camacho-Minano, 2021; Rouhollahi,
2021; Chen et al., 2018). Typical attributes
used for machine learning model building in
the area of anti- money laundering area are
illustrated in Zable 2.

The proper selection of the scope of
attributes and the removal of redundant and
irrelevantattributes form an important phase of
ML model building. The removal of irrelevant
data may improve the learning accuracy of the
algorithm, may reduce the time required for
calculation, and may contribute to the more
accurate understanding of relations.
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Table 2

TYPICAL ATTRIBUTES USED FOR ML MODEL BUILDING IN AML AND CFT

Customer-related attributes

Transaction-related attributes

Other attributes

Networking

Customer type (legal entity, private person, other)
Customer segment,

Politically exposed person (PEP)

Age,

Nationality,

Source of incoming funds (income),

Used product type,

Economic activity,

Time elapsed since the customer’s entry
Business data (ownership structure, shares)

Transaction type,

Names of customers involved in the transaction (sending,
receiving party)
Transaction frequency,
Transaction date and time,
Transaction amount,
Currency,

Average amount,

Target bank,

Transaction code,

Branch (customer) type,
Transaction statement

Product/service type
Geographical area (exposure)
Representative of legal entity

Interconnected business relation network of clients

Source: the author's own compilation on the basis of the literature processed

OPTIMISATION PROBLEM: ALGORITHM
SELECTION AND COMPARISON

In the case of the traditional analysing
techniques applied for the prevention and
detection of money laundering and terrorism
financing, financial institutions face a number
of problems: high IT costs, resource-intensive
analysis techniques, high ratio of false positive

Public Finance Quarterly m2022/2

hits, inflexibility and lack of dynamism in the
rules identifying criminals’ behaviour patterns
(Rocha-Salazar,
Mifano, 2021). The underlying reasons for
the development seen in traditional methods
include the improvement in computer per-

Segovia-Vargas, Camacho-

formance, the spread of the application of
artificial intelligence and data mining, the
development of artificial intelligence and



related technologies, and the tightening of the
relevant legislation (Watkins et al., 2003).
Through the supervised and unsupervised
reinforcement learning methods, machine
learning  provides efficient
solution, which in addition to the structured
data processed by the traditional relational
databases (document-oriented/NoSQL databases),
further enhances the scope of data available for
the analysis. The key question in selecting the
algorithm to be used in machine learning model
building is which algorithm are able to use
the values of individual variables for correctly
estimating the values of other variables.

an analysing

mSTUDIES B—

The grouping of machine learning
algorithms belonging to the umbrella term of
artificial intelligence is illustrated by Figure 3.

The size of the available datafile is important
when the model is learnt, and the method of
learning should be selected on the basis of that
and the scope of possible algorithms should
be selected accordingly (Savage et al., 2016;
Zhang, Trubey, 2019; Chen et al., 2018).

In the case of supervised machine learning
the algorithm learns through a teaching
dataset that has labels (for instance, based on
confirmed past cases of money laundering
and terrorist financing). (1) classification and

Figure 3
Al UMBRELLA TERM, ML, TEACHING METHODS AND ALGORITHMS
Artificial intelligence
Statistics
2 s 2 =
== () E' E
3 = £y =
= @ =
(7] = (]
2 Z 3
2 g
- Big Data
Classification * Regression
* Decision tree (DF) * L;T’S”ergrsegs'on
random forest (RF) . (Non“'near ) Clustering Anomaly Association Optimal
. “:Q’rzg?gzr(ﬂgar regression (LARS) ~ ® K-means method  detection * Nearest neighbour :g}:e‘gttyon
classifier (KNN) SiPrincipa o Nearest neighbour ~_ Classifier '
« Support vector machines component method * Bayesian e Q-learning
(SVM) analysrs (PCA) « Bayesian networks netvyolrks ® SARSA
 Neural networks (NN) LT R g *Decisiontree @ DN
 Deep learning (DL) model (HMM) o Decision tree, ° SUDDQFI vector * DDPG
* Hidden Markov Model random forest machines
(HMM)  Support vector
machines

e | ogistic regression

Source: own figure, based on EBA (2020) report
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(2) regression must be classified as supervised
learning methods. The model (algorithm)
taught on the basis of patterns taken from the
used database is able to accurately predict the
classification of a new, yet unknown object
(input, X) (output, Y), or the features and
characteristics it will have. (¥) = f(X).

In the case of supervised learning suspicious
transactions are typically labelled by experts or
with labelling methods (e.g. Snorkel model).

Labelling

transaction types, transaction amounts, target

example based on certain

countries:

ase when Transaction_Type = Payment
transfer' and Transaction_Amount > x then
"True’

when Country_Code in (‘Ethiopia’, 'Kenya)
and Transaction_Amount > x then "True'
else 'False' and as Suspicious

where the countries listed were selected from
the FATF blacklist, and x is the limit value
of the means of payment denominated in the
given currency, defined from risk threshold
aspect.

In the case of unsupervised learning the
algorithm automatically sets up classes by

links and

decision strategies not known in advance,

creating relations, association
based on the relations and patterns recognised
in the database. Unlike in supervised learning,
the criteria, based on which the given objects
of the sample database are grouped, are not
specified in advance. In other words, the
objects are not labelled in advance, they are
labelled by the algorithm on the basis of the
patterns detected (hidden) in the database.
Typical unsupervised methods: (1) cluster
analysis, (2) anomaly detection. Following the
specification of the given business problem
the user may make a decision for the selection
of the algorithm on the basis of the following:

Public Finance Quarterly m2022/2

range of available data (data volume), the
dataset’s structure, the ratio of outstanding
data (anomalies) within the dataset population
(number of cases). After the building of
the model the decision may furthermore be
supported by evaluation tools. The various
machine learning algorithms require different
input data formats and attribute selections.
The different ML processes induce the fact
that the learning process and the data usage
of the given algorithm are different for the
solution of the given problem (see Tables
3,4, 5).

Based on Tables 3, 4 and 5, we can say that
the typical algorithms used in the classification
method are as follows: logistic regression,
nearest neighbour method, (artificial) neural
networks, Naive Bayes, decision tree, (and
its variations: XGBoost, pGBRT, FP-growth,
random forest model), SVM, Bayes logistic
regression, Bayesian network. While in the
case of regression procedures: the Maximum
Likelihood logistic regression was applied
on the examined sample from literature.
In the cluster analysis, the application of
the following algorithms can be observed:
K-means method, neural networks, Neural
Gas, SOM algorithm. In the course of
anomaly detection, the iForest algorithm was
used in the examined sources.

Tables 3, 4 and 5 indicate that the
performance assessment of ML models is
usually realised on the basis of a performance
expert
(performance indicator column).

Considering the fact that the algorithms and
results indicated in tables 3, 4 and 5, the applied
databases and model building procedures (data
cleaning, parametrisation, other) are different,

indicator or validation

through

it is not possible to compare the results of the
algorithms shown in the tables, because that
would assume the possibility of running on
the same database. However, they give us a
picture of the wide spectrum of solutions used
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in the area of money laundering and terrorism
financing.

CONCLUSIONS

The author points out that there is no one
ideal algorithm. In fact, each prediction
made with an algorithm can be considered
as an optimisation problem, as the objective
is the optimisation of a given target function.
The algorithm is selected on the basis of the
examination of the problem to be solved. While
the objective of the linear regression model is
to minimise the (squared) difference between
the predictions and the actual value, the SVM
algorithm performs linear categorisation on
the hyperplane by using a separating plane,
and the margin received (the space determined
by the hyperplane that is parallel with the
separating plane, containing no teaching data
points) is as wide as possible. The independent
decision trees in the random forest model
make their individual decisions on the basis
of a random sample, and finally, through a
majority vote, they provide the solution to the
classification problem. While the Naiv Bayes
classifier calculates the probability of the data’s
belonging to the given class on the basis of the
input vector value.

In the case of multiple possible solutions,
the measuring and the comparison of the
efficiencies of individual algorithms is possible
on the basis of the following criteria:

(1) time complexity (time
teaching),

used for

(2) execution time,

(3) memory/storage requirement (memory
needed during run),

(4) possibility  of

(concurrent performance of multiple opera-

parallel  operation
tions, running on multiple machines),
(5) parametricity,

(6) linearity.

mSTUDIES B—

Table 6 contains the comparison along the
random forest model, the nearest neighbour
method, the SVM, the X~means and the linear
regression algorithm factors mentioned above.

It is worth pointing out that in the cases
of algorithms indicated with ‘no’ values in the
table from the aspect of parallel operation,
there are a number of methods to establish the
ability to carry out parallel operation.

Based on the comparison of the examined
algorithms, we can say that the business
objective, the harmony of the underlying
theoretical aspects of the algorithm and the
quality of the available data are issues that
cannot be separated from each other. With
the mitigation of the variance error trade
off and the improvement in the accuracy of
prediction, the combination of the prediction
(hybridisation,

models) may offer a reliable solution to avoid

of algorithms ensemble
unilateral analysis. At the same time, we
should be aware that it does not automatically
result in a model of higher performance and
accuracy.

CONCLUSION

The validation of machine learning models
applied in the field of preventing money
laundering and terrorism financing is not
feasible without human resources. However,
machine learning models significantly
contribute to the frecing up of working
hours to focus on more value-added activities
and support the quality of work done by
employees. There is no one ideal algorithm.
The consideration of the hybrid viewpoint
originating from the cooperation of the busi-
ness aspect, the IT area and the visionary ma-
nagement is an indispensable precondition
of the integration of ML models into the
process and their successful utilisation. The

selection among algorithms is supported

Public Finance Quarterly m2022/2



————mSTUDIES m

1eaul]
9l11aWeled
ON

w[(u=79)i0
(Wx79+w>u)o

18SBIEp
able| UM JaMO|S
(wxux79 /)0

$8SSB|0 J0 Jaquinu ;9

SJBISN|9 J0 J8quinu .79

$10}93A JJoddns Jo Jaquinu .

Buoj s1 awiy Bulyoes) ‘S3a11 LOISIIBP JO Jaquunu ./

SUOISUBLLIP/SOIIS1I8108IRYD BIBP JO JBquunu i/

UOI}IP3 UM :80.10

Suoijesa}l Jo Jaguinu

$931) L0IS193p Jo Lidap :/og

sinoqufiau Jo Jaquinu .y

(uoeanyIsse|d 1931109U] J0} Ayeusd Jo Jajaweled) Jajewered Ajeuad 4
aWN|0A BIEP JaSelep Bujyoes) :u

'SMOJ0) S 818 g 8|qe Ul pasn SI0J0.} JO SUOIRIAAIGQY :3JON

(jaulay)
1B3uIT 1eaur JBUIT  JBBUIUON/JesUIT] 1B3uIUON JR3UIJUON fyueaur
JljeWeIed oljeWeIed RNEMAR aljeLeIeduoy oljeweIeduop oljeweseduoN Aouauesed
ON ON ON ON SOA S\ uoneiado |3jeied
fuosaee Auosaefe Auosaefe Auosaefe
(wxo)o (w)o (w)o (z2u)0 (wu)o (1>10G)0  yswainba; abei0)g
(wxo)o (w)o (w)o (wxs)o (wxu)o (1*10G)0  awn souBWIOMAY
(3seqeiep Buoj s
|[BLS UO Aj[e1oadss) poys i awi Buiules| 4 Jo
8Ll UONNJBXd  guupy uoinoaxe ‘Buoj  8sea ay) ul ybiy s SUOIIBAISSGO JO SI0] - SUOIIBAISSGO JO S10|
aw} Buiyoes) mo7 JusI9lYe pue Uous Sl awn Bulyaes| (g,u)o 8llum ' osed 10 8SBIBUI LI MOIS 0 8SBJ 8Uj Ul MO|S Aixa|dwod
(wxu)o (wxu)o [(w+u);wjp 8yl Mol I (Z,u)0 (wuxy)o (1 *w>(u)bo] <u)o awi) Buiyaea|

uoissaibail

safeg aniey uoissaifal Jeaun]

ansifo]

uostiedwo? jo

- SuoneIapISuoy

ALIX31dINOD NOLLYTINITYI 40 SHO1IVd JHL NO 03SvVE SIWHLIY0ITY 431I313S 40 NOSIHYAINDD

99|qe]

Public Finance Quarterly m2022/2



by the underlying theoretical aspects of
individual algorithms, as well as other factors
used for comparison. It is, however, necessary
to emphasize that data preparation works
forming a significant part of model building
(approx. 80 per cent) may also have a ma-
jor influence on the results of the received
predictions. Depending on the field, the ratio
of events connected to the given optimisation
problem varies within the population, and
depending on that, the modelling party may

mSTUDIES B—

select the application of different machine
learning methods (supervised, unsupervised,
reinforcement learning) and algorithms.

LIMITATION

The comparison of typical algorithms applied
in the examined field may be carried out as a
continuation of this study by using real bank-
ing databases. m
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